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Abstract

A study for gas dynamics and heat transfer characteristics is presented for supersonic turbulent flows inside a

channel of rectangular cross-section, with film cooling provided by tangential injection of coolant through the porous

slots. A Navier–Stokes-based model with both original and non-equilibrium versions of the k–e two-equation turbu-

lence model, and an integral method have been assessed with experimental measurements to gain insight into the fluid

physics, and to assess the current predictive capability for such flows. Navier–Stokes-based computations show that the

interaction between the main and film flows leads to mixing and recirculation, with the overall flow and pressure fields

reasonably predicted. However, the computed temperature distribution on the adiabatic wall and pressure at the in-

jection points exhibit noticeable differences compared to the experimental measurements. The integral method is shown

to be capable of accounting for the wall temperature profile under the given flow condition and geometry. Further

development of the film cooling technologies for supersonic flows can benefit from the present coordinated approach

utilizing the detailed Navier–Stokes and integral models along with direct experimental evaluations.

� 2002 Published by Elsevier Science Ltd.

1. Introduction

Film cooling by injection through slots is often em-

ployed in power generation devices such as combustion

chambers and turbines. This topical area has received

much attention over the last several decades, e.g., [1–4].

In addition to physical measurements, earlier efforts on

the analysis of heat and mass transfer processes of such

flows [5–8] have been complemented by computational

tools for single and multiple slot film flows [9,10].

However, less attention has been paid to film cooling

with injection through the porous slot [11,12], especially

under supersonic flow conditions. It is known that tan-

gential slot film-flow injection reduces wall friction

downstream of the injection point, except for low in-

jection mass flow rate, under which recirculation occurs

[13,14] and changes the near-wall turbulence structure

[14,15]. For low-speed subsonic mean-flows the density

fluctuations in a mixing layer at a given free-stream

Mach number are approximately three times [16,17] as

large as those in a boundary layer at the same free-

stream Mach number. As the Mach number increases,

the skin-friction coefficient in a boundary layer decreases

and the spreading rate and turbulence intensity in a

mixing layer also decreases [16,17]. Based on the ex-

perimental investigation, whose conditions are summa-

rized in Table 1, it is found that a uniform speed

distribution, established by tangential injection through

porous slots, can reduce the skin friction and mixing

losses. This fact makes it possible to reach an appro-

priate film cooling efficiency even with relatively low

mass-flow rates: j ¼ ðquÞslot=ðquÞmain < 0:3. In order to

understand the physics involved and to develop im-

proved design guidelines for such film cooling tech-

niques, one needs to be able to predict the gas dynamics

and heat-transfer characteristics associated with the

mean and coolant flow downstream the injection point.

A Navier–Stokes-based model with both original and

non-equilibrium versions of the k–e two-equation tur-

bulence models, an integral method, and experimental

measurements have been conducted to assess the current
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predictive capability for such flows. The engineering

Navier–Stokes model can benefit from the insight gained

from the integral and experimental approaches.

2. Problem description and computational model

2.1. Problem description

The present flow configuration involves two effective

heat protection methods, namely, the film cooling and

porous materials upstream of the injection location. Fig.

1 illustrates the main features of the geometric defini-

tion. In the present study, only the interaction of a high-

temperature supersonic flow with film cooling out of the

porous slots is investigated.

The bottom wall of the rectangular channel has two

porous sections, arranged to form two backward-facing

steps, which serve as injection slots for the film cooling

flows (see Fig. 1). Each porous section has an imper-

meable layer on the side contacting the main flow and a

permeable porous slot on the side normal to the flow.

The cooling air, passing through the porous wall sec-

tions, is injected into the channel through the porous

slots forming a thin layer on the surface of the next

section for its heat protection.

The parameters of experimental setup are given in the

Table 1. The distribution of temperature on the bottom

wall of the channel is obtained experimentally. The static

pressure is measured on the channel inlet and outlet

sections and at the points of injection, which are marked

with arrows on Fig. 1 for clarity.

A Navier–Stokes-based numerical algorithm em-

ploying two versions of k–e turbulence model [19–21]

has been conducted at the corresponding to experiment

operational conditions, shown in Table 1. Due to the

Nomenclature

j relative momentum flux

H specific total enthalpy

h specific static enthalpy

k turbulent kinetic energy

n exponent in velocity power law, x ¼ u=
u1 ¼ ðy=dÞn

Pr Prandtl number

P production term in k-equation,

lt
oui
oxj

þ ouj
oxi

� �
oui
oxj

p instantaneous static pressure

q heat flux vector

Re Reynolds number

ReL identity Reynolds number, u1q11=l1
Re��H enthalpy thickness based Reynolds number,

u1q1d��
H =l1

Re��H0 enthalpy thickness based initial Reynolds

number at the injection point/the prehistory

of the flow, u1q1d��
H0=l1

St Stanton number

St0 Stanton number at standard conditions, on

the smooth flat surface

T temperature

tþ non-dimensional wall temperature

x, y spatial coordinates

x0 effective cooling length

yn near-wall control volume height

yp distance normal to the wall till the nearest

from the wall computational node

yþ non-dimensional normal to the wall dis-

tance, qyus=l, us ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
sw=qw

p
H film cooling efficiency, ðH1 � HwallÞ=

ðH1 � HslotÞ

W relative law of heat transfer, St=St0
di;j Kronecker delta

d boundary layer thickness

d�� momentum layer thickness

d��
H enthalpy layer thickness,

e rate of dissipation of turbulent kinetic

energy

j von Karman constant

l coefficient of viscosity

q density

s shear stress

� Reynolds (ensemble) averagee Favre (mass-weighted average)

� normalized computational variables

Subscripts

H enthalpy based quantity

main main flow inlet condition

ref reference quantity

slot injection condition

t turbulent quantity

T1 quantity at the edge of thermal boundary

layer

w, wall wall condition

1 free-stream condition

1, 2 denote the parameters of the first and sec-

ond injection slots

Superscripts

þ non-dimensional quantity

�� momentum, enthalpy thickness based

quantity
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geometric configuration, the flow can be considered as

two-dimensional. The heat and mass-transfer processes

on the adiabatic (see Fig. 1) film cooling wall are the

focus of this investigation. The experimental measure-

ment of the wall temperature distribution is compared

with the numerical as well as a semi-analytical integral

method. The pressure distribution in the near-slot re-

gions is also analyzed.

2.2. Governing equations

The Favre-averaged equations governing the fluid

flow for mass continuity, momentum and energy trans-

port are given below:

oq
ot

þ o

oxj
ðqujÞ ¼ 0 ð1Þ

o

ot
ðquiÞ þ

o

oxj
ðqujuiÞ ¼ � op

oxi
þ osij

oxj
ð2Þ

o

ot
ð�qq eHH � �ppÞ þ o

oxj
ð�qq eujuj eHH Þ

¼ � o

oxj

l
Pr

�"
þ lt

Prt

�
o~hh
oxj

#

þ o

oxj
~uuj ðl
("

þ ltÞ
o~uui
oxj

 
þ o~uuj

oxi

!

� 2

3
ðl þ ltÞ

o~uul
oxl

di;j

)#
þ o

oxj
l

�"
þ lt

rk

�
o~kk
oxj

#
ð3Þ

The Bousinesq Eddy-viscosity hypothesis is employed to

yield the turbulent shear stresses:

sij ¼ ðl þ ltÞ
oui
oxj

�
þ ouj

oxi

�
� 2

3
ðl þ ltÞ

oul
oxl

dij ð4Þ

The original form of the k–e turbulence model [22] has

been applied to represent the Reynolds stresses:

oðqujkÞ
oxj

¼ o

oxj
l

��
þ lt

rk

�
ok
oxj

�
þ P � qe ð5Þ

oðqujeÞ
oxj

¼ o

oxj
l

��
þ lt

rl

�
oe
oxj

�
þ Ce1

e
k
P � Ce2q

e2

k
ð6Þ

P ¼ lt

oui
oxj

�
þ ouj

oxi

�
oui
oxj

ð7Þ

lt ¼ qCl
k2

e
ð8Þ

There are five parameters that need to be determined in

the original k–e two-equation model, namely, the tur-

bulent Prandtl numbers for k and e (rk and re), two

coefficients regulating the magnitude of production and

dissipation in the e-equation (Ce1 and Ce2), and the

Table 1

Experimental setup of the flow condition

Nomenclature Dimensions Experimental

data

Main supersonic flow of combustion gases

Inlet speed [m/s] 990

Inlet stagnation pressure [kPa] 246

Inlet static pressure [kPa] 94.1

Inlet stagnation temperature [K] 1773

Inlet Mach number [m] 1.292

Channel height – 0.035

Channel width [m] 0.070

First film-flow inlet, atmosphere air

First slot [mm] 2.6

Mass flux [kg/s] 0.0027

Inlet film-flow temperature [K] 583

Static pressure behind the slot [Pa] 94 800

Second film-flow inlet, atmosphere air

Second slot [mm] 1.3

Mass flux [kg/s] 0.004

Inlet film-flow temperature [K] 528

Static pressure behind the slot [Pa] 94 900

Fig. 1. Schematic two-dimensional side view of experimental channel.
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coefficient regulating the eddy viscosity (Cl). Coefficients

Ce1, Ce2 and Cl are determined largely based on the

equilibrium condition, in which case the production and

dissipation of k balance each other and convective/dif-

fusive effects are negligible [19]. The constants are

summarized in Table 2.

2.3. Numerical technique

A multi-block, finite volume, pressure-based flow

solver [19–21] is employed. Diffusion and pressure terms

in the momentum equation and the divergence terms

in the mass continuity equation are approximated by

second-order central difference operators. The second-

order upwind [20–22] scheme is adopted to treat the

convection terms. The computational domain is treated

as two-dimensional.

The Cartesian velocity components are treated as the

primary variables, while the contra-variant velocity and

pressure fields are updated using a pressure correction

equation, which is derived by manipulating the conti-

nuity and the momentum equations. The whole process

is repeated until the desired convergence is achieved. For

detailed discussions, see Refs. [20,23].

2.4. Boundary conditions

Through the series of test-computations the influ-

encing of non-isothermal upstream conditions (porous-

cooling walls) on the flow structure and thus temperature

distribution along the analyzing adiabatic wall are found

to be negligible. Thus all these boundaries are considered

as adiabatic. The well-known wall functions for veloc-

ity and temperature are employed to provide the wall

boundary treatments. Assuming a two-layer structure of

the boundary layer, the wall functions have the following

forms:

uþ ¼ yþ

uþ ¼ 1
j logðEyþÞ

)
yþ 6 11:63

yþ P 11:63
;

tþ ¼ Pr yþ

tþ ¼ Prt uþ þ f Pr=Prtð Þf g

)
yþ 6 13:2

yþ P 13:2

ð9Þ

where quantity E ¼ 8:4 and the von Karman’s constant

j ¼ 0:41. To provide turbulence model closure on the

no-slip boundaries, the production and dissipation terms

of k-equation are estimated in the near-wall nodes as

follows:

P ¼ s2wall
jC1=4

l qynk1=2
ln

2yþp
yþvis

� �
ð10Þ

� qe ¼ q
yn

Z yn

0

edy ¼ 2lk
yvisyn

þ
C3=4

l qk3=2

jyn
ln

2yþp
yþvis

� �
ðif yþ < yþvisÞ ðif yþ > yþvisÞ ð11Þ

where yþp is the normalized distance between the wall

and the near-wall node; yþvis ¼ 11:63 represents the vis-

cous sublayer thickness. In Eq. (10), the magnitude of

shear stress value is estimated as follows:

swall ¼
lyþ

ypuþ
u ð12Þ

At the main inlet of supersonic flow, indicated in Fig. 2,

the Mach number of the main flow is 1.29 and the

Reynolds number, based on the hydraulic diameter

of the channel, is taken as 106. Both injected flows

are subsonic with injection intensities j1 ¼ ðquÞslot1=
ðquÞmain ¼ 0:07 for the first and j2 ¼ 0:26 for the second

slot, respectively. The magnitudes of experimentally

measured mass fluxes and fluid temperatures, shown in

Table 1, are specified as boundary conditions for film-

flow inlets. All variables at the channel outlet are esti-

mated based on a linear extrapolation from the interior

nodes.

The dimensional variables used in the computation

are normalized as follows:

�qq ¼ q
qref

�LL ¼ L
Lref

�UU ¼ U
Uref

�TT ¼ T
Tref

ð13Þ

2.5. Main inlet boundary conditions

Consistent with the experimental observations, a

turbulent boundary layer exists when the flow enters the

main channel (Fig. 1). Different values of boundary

layer thickness, at the inlet, are tested to examine their

influence on the results of the computation. The mean-

velocity profiles are estimated using the power law [5]:

x ¼ u
u1

¼ y
d

� �n
ð14Þ

The momentum thickness-based Reynolds number is

taken to be in the range Re�� < 104 < 106 and n ¼ 1=7
[5].

Two computations with different incoming boundary

layer thickness (2 and 6.5 mm) have been performed

along with a uniform supersonic inlet. Fig. 3(a) com-

pares temperature distributions on the adiabatic wall

downstream of the second injection slot. The corre-

sponding mean-velocity initial profiles are presented in

Fig. 3(b). The comparison of static pressure downstream

of the injection slots is presented in the Table 3.

Table 2

Coefficients of the original k–e model

Cl Ce1 Ce2 rk re

0.09 1.44 1.92 1.0 1.3
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It is concluded that the incoming boundary layer

thickness does not substantially influence the flow

structure downstream of the injection slots.

3. Results and discussion

3.1. Mesh distribution and refinement study

Fig. 4 shows the computational domain composed of

three grid blocks. The multi-block grid layout with three

spatial resolutions, labeled as coarse, medium and fine

grids, are shown in Fig. 4. Table 4 lists the dimensions of

the different grids employed. Regions A and B in Fig. 4

demonstrate the mesh characteristics in the areas around

the first and the second steps.

To illustrate the overall flow structure, the pressure

distribution over the computational domain for the fine

mesh is presented in Fig. 5(a). Expansion waves at the

corners of the steps and compression waves downstream

of the steps can be observed, as one would expect in a

supersonic flow over backward-facing steps [16]. Fig.

5(b) compares the bottom wall-pressure distributions

using coarse, medium and fine grids. It is clearly seen in

Fig. 2. Boundary conditions. (The Reynolds numbers presented are based on the hydraulic diameters of the inlets.)

Fig. 3. (a) Temperature distribution along the adiabatic wall/

comparison for different initial conditions; (b) main flow inlet

initial-velocity and corresponding effective viscosity profiles.

Table 3

Effect of the boundary layer thickness on the predicted wall

pressure in the near-slot regions; subscripts 1 and 2 denote the

identity of the slot, ‘‘main’’––the main flow inlet condition.

(b:l: ¼ boundary layer)

Uniform

distribution

2 mm

b.l. thickness

6.5 mm

b.l. thickness

p1=pmain
0.740 0.764 0.773

p2=pmain
0.828 0.828 0.828
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Fig. 5(b) that the fine grid, which contains twice as many

grid points as the coarse grid, leads to solutions com-

parable to those obtained on the coarse grid. The results

presented in the rest of the paper are based on the coarse

mesh computations.

3.2. Pressure and momentum

The film flow at the first slot has a relatively low

intensity (j1 ¼ ðquÞslot1=ðquÞmain ¼ 0:07) and does not

significantly influence the streamline pattern (Fig. 6(a)).

The only effect of this flow is to shift the recirculation

region to a slightly further downstream position.

As can be seen in Fig. 6(a), an expansion wave oc-

curs at the edge of the first step. The pressure in the

separated region behind the step is nearly constant;

hence, a free-mixing layer between the injected and

the main flows is developed. The distributed pressure

rise near the surface leads to formation of oblique

shock waves, largely canceling the expansion at the

edge of the step. The angle of the forward Mach line

can be determined using the Prandtl–Meyer theory for

expansion waves occurring when a supersonic flow is

turned away from itself. According to this approach,

the initial angle of the expansion fan is a function of

the incoming flow Mach number only. As it is seen in

Fig. 6(c) the numerically computed forward Mach-line

angle is in good agreement with the Prandtl–Meyer

theory.

As a result of the first film-flow injection, the

boundary layer above the second step, shown in Fig.

6(b), is thicker compared to the first one, shown in

Fig. 4. Mesh characteristics in the near-slot regions, with different grid sizes.

Table 4

Coarse, medium and fine grid nodes quantities

Coarse grid Medium grid Fine grid

Block 1 200
 10 220
 10 250
 10

Block 2 300
 10 340
 15 450
 20

Block 3 400
 100 450
 100 575
 110

Total number

of grids

459,000 530,865 747,810
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Fig. 6(a). The thick subsonic boundary layer leads to less

rapid expansion and higher pressure in the near-slot re-

gion. Consequently, the main flow only slightly changes

its direction and re-compression is relatively small, with

no flow recirculation observed.

As depicted in Fig. 5, the computed pressure distri-

butions match the experimental measurements well at

the outlet section of the channel, and are under-pre-

dicted in the region downstream of the injection points.

The pressure measurements are performed immediately

Fig. 5. (a) Pressure contours, fine mesh result (j1 ¼ ðquÞslot1=ðquÞmain ¼ 0:07; j2 ¼ ðquÞslot2=ðquÞmain ¼ 0:26). (b) Pressure distributions

along the bottom wall of the channel with coarse, medium and fine mesh results (pressure measurement points are shown in Fig. 1.)

Fig. 6. (a) and (b) pressure contours and streamlines around the first j1 ¼ ðquÞslot1=ðquÞmain ¼ 0:07 and the second j2 ¼ ðquÞslot2=
ðquÞmain ¼ 0:26 slots; (c) and (d) Mach contours and streamlines around the first and the second slots, respectively.
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behind the porous injection slots on the centerline of the

channel (see Fig. 1). The uncertainty in turbulence

modeling for the mixing layer is a possible cause of in-

accurate prediction of the expansion and compression

characteristics. Such issues are discussed before, such as

in [18] for flow over a supersonic projectile after body.

However, for the modest supersonic Mach numbers in

this case, one does not expect the compressible turbu-

lence effects to be the main source of uncertainties. A

very similar wall-pressure behavior downstream of

the normal slot injection is also reported in [25]. The

original k–e model along with a version incorporating

streamlines curvature modification (which involves the

dependence of Cl on streamlines curvature), and two

low-Reynolds number modifications have been tested.

Only the curvature-based k–e model seemed to produce

a slight improvement. Similar findings are reported in

Ref. [26] while comparing a Reynolds stress model with

the original k–e model on the slot geometry in cross-

flow.

3.3. Non-equilibrium model of turbulence

In view of the above observations, the non-equilib-

rium effects in the k–e model [19] (realized via the

modification of Ce1 based on the ratio P=qe) have been

investigated in this study. In complex fluid flows, such as

those with rotation, adverse pressure gradient, recircu-

lation, and large streamline curvature, the assumption of

equilibrium between the production and dissipation of

turbulent kinetic energy is incorrect. Dynamic charac-

teristics create extra length and time scales according to

the local flow structure. However, in the original model,

the equilibrium condition is used to assign the model

parameters [22].

The coefficient Ce1, responsible for turbulence pro-

duction, can be modified and calculated based on cur-

rent values of production P and dissipation rate e, so
that if the equilibrium condition is met, the coefficient

recovers its original value:

Pe
P
qe

¼ Ce1
e
k
P

h i P
qe

ð15Þ

The recovering effect of the non-equilibrium model in

balancing the turbulence is clearly seen in Fig. 7(a)–(d).

In regions of strong non-equilibrium, the dissipation

dominates, leading to lower turbulence intensities. Table

5 compares the near-slot pressure between computa-

tional and experimental results.

A test case, shown in Fig. 7(e)–(f), is presented to

highlight this feature of non-equilibrium model. The

production term in the k-equation is artificially in-

creased by a factor of three in five nodes downstream the

injection slot, where the free-stream shear layer devel-

ops. Consequently, there is a noticeable decrease in

turbulence intensity (Fig. 7(f)). Observing the values of

static pressure on the wall (Table 5) and the turbulence

intensity plots (Fig. 7(b), (d), and (f)) a correspon-

dence between mixing-layer turbulence and momentum/

pressure field in the vicinity of injection slot seems ob-

vious.

3.4. Film cooling

The computed wall temperature distribution down-

stream of the second injection slot is not in close agree-

ment with the experimental data, especially in the

near-slot region (Fig. 8). The exact source of the problem

is not clear. Observing the adiabatic wall temperature

distribution in Fig. 8, the deficiency of Eddy-viscosity

model in the near-slot region leads to overestimation of

film cooling efficiency, similar to the conclusion reached

in Ref. [9]. On the other hand, turbulence overproduc-

tion in the free-stream mixing layer seems responsible for

uncertainties in pressure estimation. Furthermore, a de-

crease in turbulence intensity, caused by a higher dissi-

pation rate, results from the non-equilibrium correction

in the turbulence model, leads to a worse temperature

underestimation (Fig. 8).

From the aforesaid facts follows that one of the

source of uncertainty is the turbulent Prandtl number

[16], which is not a constant. A value of lower than 1

does not necessarily imply that the temperature profile is

wider than the velocity profile but merely that the two

shapes are different. It seems that the standard relation

between thermal and eddy diffusivities fails in the near-

slot region, which leads to underestimation of the nor-

mal heat flux component.

3.5. Integral method

To help shed light on the current CFD-based pre-

diction, we have also employed an integral method

based on the asymptotic theory of turbulence and semi-

empirical correlations [6–8].

3.5.1. Derivation

In the case of tangential film-flow injection there is a

small region near the slot where the temperature is ap-

proximately unchanged. The length of this region (x0) is
called the effective cooling length and can be estimated

according to the theory of turbulent jets [27], based on

the assumption that this region is characterized by an

approximately constant momentum thickness and a zero

heat flux value. The wall layer develops inside the in-

jected flow and is insensitive to the main flow behavior;

the wall-jet turbulence dominates and the original law of

the wall is not valid in this region. However, it is known

from experiments [4] that local disturbances in the mo-

mentum field (x 2 [xslot, x0]) do not substantially influ-

ence the heat-transfer processes.

4458 V. Schuchkin et al. / International Journal of Heat and Mass Transfer 45 (2002) 4451–4461



Downstream of the effective cooling length region

(x > x0), where shear-layer turbulence meets the wall, the

characteristics of the injected film flow disappear and a

turbulent boundary layer develops [2–4].

Performing the integration of the boundary layer

equations over the energy boundary layer and using the

continuity equation, the resulting equation of energy is

obtained [8]:

dRe��H
d�xx

þ Re��H
1

u1

du1
d�xx

�
þ 1

ðH1 � HwÞ
dðH1 � HwÞ

d�xx

�
¼ qw

cp1q1u1ðH1 � HwÞ
ReL ¼ StReL ð16Þ

Here the enthalpy layer-based Reynolds number is de-

termined as follows:

Re��H ¼ q1uT1d��
H

l1
; d��

H ¼
Z d

0

qu
q1uT1

1

�
� H � Hw

H1 � Hw

�
dy;

ð17Þ

The film cooling efficiency definition equation in the case

of foreign gas injection (the injection of cooling air into

the flow of combustion gases) has the following form [5]:

H ¼ H1 � Hwall

H1 � Hslot

¼ Re��H0

Re��H
ð18Þ

where the enthalpy thickness based Reynolds numbers

Re��H and Re��H0 can be obtained from the solution of Eq.

(16), Re��H0 represents the initial energy thickness at the

point of injection, tacking into account the prehistory of

the flow and the impulse of the injecting flow itself.

Fig. 7. First slot film-flow injection/mixing-layer turbulence: (a) and (b) original k–e model result; (c) and (d) non-equilibrium k–e
model result; (e) and (f) non-equilibrium k–e model with locally increased production (sensitivity test) (j1 ¼ ðquÞslot1=ðquÞmain ¼ 0:07,

Tslot1 ¼ 583 [K]).

Table 5

Effect of non-equilibrium turbulence model parameters on the

computed pressure in the near-slot regions. Subscripts ‘‘1’’ and

‘‘2’’ denote the identity of the slot, main––parameter at the

main flow inlet

Experiment Original

k–e
1:44 < Ce1ðP=qeÞ
6 1:44
 3

Test: P 
 3

(only five

nodes)

p1=pmain
1.009 0.740 0.8370 0.851

p2=pmain
1.020 0.828 0.87 0.881
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In the integral method the influence of different per-

turbation factors on the heat transfer processes is esti-

mated using the parametric expressions as follows:

St ¼ St0
St
St0

¼ St0W ¼ St0WTWMWR � � � ¼ St0
Yn
i¼1

Wi ð19Þ

Here, WT, WM, WR are the laws representing the influ-

ence of non-isothermal boundary conditions, com-

pressibility of gas flow, wall roughness, and so on. The

equations used for estimation of relative laws and de-

tailed discussions are presented in Refs. [5–8]. The

Stanton number under the standard conditions (flow on

the smooth flat surface) St0 is estimated using the power

law of heat transfer [5] presented below.

St0 ¼ ARe���m
H Pr�0:75 ð20Þ

The coefficients A and m in Eq. (20) are the functions of

the momentum thickness based Reynolds number Re��.

3.5.2. Assessment of the integral model

The outcome of Eqs. (16) and (18) is assessed in

Fig. 9. It is interesting to note that the present one-

parameter integral method provides better accuracy

than the Navier–Stokes-based solutions. This technique

is partially based on some degrees of empiricism, namely,

the Stanton number from Eq. (20) and the exponent in

the velocity power law from Eq. (14), and appears to be

well correlated for the flow in the present configuration.

The Navier–Stokes-based model, aided with the present

level of the turbulence closure, is capable of predicting

the gross flow features but has deficiency in accounting

for mechanisms such as spreading rate and heat transfer

in mixing layers.

4. Conclusion

The simulation of supersonic turbulent flow in a

rectangular channel with tangential injection of coolant

through the porous slots has been conducted. It is shown

that the Navier–Stokes model along with the k–e tur-

bulence model reproduces reasonably well the stream-

lines near the sectioned wall, and shows that film-flow

injection through the steps shifts the shock locations.

Numerically computed pressure and adiabatic wall tem-

perature distribution are in less satisfactory agreement

to the experimental data. It seems that these predic-

tive deficiencies result from turbulence modeling in the

mixing layer. The implementation of the non-equilib-

rium k–e model gives some improvement in comput-

ing the momentum equations, but fails to improve the

Fig. 9. Comparison of experimental adiabatic wall temperature distribution with numerical and integral method results downstream

the second injection slot. (j2 ¼ ðquÞslot2=ðquÞmain ¼ 0:26, Tmain ¼ 1773 [K]––main flow stagnation temperature).

Fig. 8. Wall temperature distribution downstream of the second injection slot: comparison of non-equilibrium and original turbulence

models, and experiment. (j2 ¼ ðquÞslot2=ðquÞmain ¼ 0:26, Tmain ¼ 1773 [K]––main flow stagnation temperature).
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prediction of heat transfer downstream the injection

points.

The integral method is shown to be capable of ac-

counting for the wall temperature profile under the given

flow condition and geometry. Clearly, there is room to

refine the Navier–Stokes model, which can benefit from

the insight gained from the integral and experimental

approaches.
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